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This paper explores the use of a Retrieval-Augmented Generation (RAG) based large language model (LLM) 
for developing a system that generates maintenance guidelines. The primary goal is to enhance the understand-
ing and prediction of complex system behaviors by analyzing and summarizing key insights from historical 
maintenance data. Addressing the hallucination issues commonly encountered in large language models, this 
study proposes a novel approach. By leveraging the relationship between the questions, retrieved maintenance 
data, and the responses from large language models, it aims to establish a trustworthy generative AI technique. 
This method not only improves maintenance efficiency and predicts potential equipment failures, thereby   
reducing operational risks and costs, but also aids in the rapid training and practical application for new 
maintenance personnel. The proposed method is particularly significant in the context of the rapid retirement 
of experienced staff and the need for swift knowledge transfer to new employees. 
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1. INTRODUCTION 
In the contemporary era characterized by rapid 

globalization and swift advancements in artificial intel-
ligence (AI) technologies, enterprises are encountering 
unprecedented challenges and opportunities. China Steel 
Corporation (CSC), as a leading upstream manufacturer 
in Taiwan's steel industry, sees its equipment mainte-
nance efficiency and effectiveness directly impacting 
productivity and sustainable development capabilities. 
With the ongoing advancements in big data and AI tech-
nologies, utilizing these advanced techniques to enhance 
the intelligence and automation of equipment mainte-
nance has become an inevitable trend within the indus-
try. Hence, we utilize generative AI technology to extract 
key information from CSC's rich equipment mainte-
nance data, assisting new maintenance personnel in 
quickly learning and assimilating past experiences to  
enhance overall maintenance efficiency and quality. 

In the process of smart manufacturing, data, and 
technological innovation have emerged as crucial driv-
ers for enterprise development. Especially in the steel 
manufacturing sector, effectively leveraging artificial  
intelligence technologies to improve production effi-
ciency and quality presents a significant challenge. Gen-
erative AI technology, as an emerging trend, offers an 
efficient method for processing and analyzing large data 

sets. This paper aims to explore how generative AI tech-
nology can be applied to CSC's equipment maintenance 
work to achieve data-driven decision-making and pro-
cess optimization. 

Generative AI not only can analyze existing data but 
also quickly understand and summarize important infor-
mation from the data(1, 2), which is critical for under-
standing and predicting behaviors in complex systems. 
Particularly in the realm of equipment maintenance, this 
technology can extract key insights from past mainte-
nance records, providing invaluable guidance for the 
training and work practices of new maintenance person-
nel. Through the application of generative AI, CSC can 
not only enhance maintenance efficiency but also predict 
and prevent potential equipment failures, thus reducing 
operational risks and costs. 

However, despite the numerous advantages of gen-
erative AI technology in the aforementioned areas, the 
hallucination problem of large language models (LLMs) 
remains a significant concern for all researchers. AI hal-
lucination refers to the issue where AI confidently gen-
erates seemingly convincing but incorrect answers, even 
though these answers are unreasonable within its train-
ing data. Most researchers believe the hallucination 
problem stems from the inherent design of LLMs used 
to operate chatbots(3). 

Yilun Du, a researcher at MIT and former Open AI 
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researcher pointed out that language models are designed 
to predict the next word, which does not include training 
to admit ignorance. The result is a robot with a pleasing 
personality, preferring to fabricate answers rather than 
admitting its lack of knowledge. Sundar Pichai, CEO of 
Alphabet, has publicly warned about the severity of the 
AI hallucination problem. Sam Altman, CEO of 
OpenAI, also highlighted in congressional testimony 
that AI could "cause significant harm to the world" 
through the spread of misinformation and manipulation 
of human emotions. On May 30, Altman and hundreds 
of AI researchers, including top executives from compa-
nies like Google and Microsoft, signed a statement indi-
cating the risks AI poses to humanity are comparable to 
pandemics and nuclear war. Thus, preventing or mitigat-
ing AI hallucinations has become an urgent issue for tech 
industry employees, researchers, and AI skeptics alike. 

This paper proposes a question-answering system 
based on retrieval-enhanced generative AI technology to 
mitigate the hallucination problem. The successful   
implementation of this technology is expected to bring 
significant long-term benefits to CSC, including improved 
efficiency and quality of maintenance work, reduced  
operational costs, enhanced risk management capabili-
ties, and increased overall competitiveness. Moreover, 
through the application of generative AI, CSC will be 
able to establish a more intelligent and automated 
maintenance system, laying a solid foundation for future 
innovation and development. 

2. RELATED WORK 
Hallucination is a widespread issue in language 

model outputs across various tasks, including summari-
zation and open-domain dialogue, and persists despite 
increased model sizes or training data volumes(3-5). For 
an extensive review of this challenge, Ji et al.(6) offer a 
comprehensive survey. Strategies to mitigate hallucina-
tions largely fall into three categories: adjustments dur-
ing model training, corrections at the time of generation, 
and enhancement through external tools. 

During training, methods aim to refine the initial 
output of language models, whether encoder-decoder or 
decoder-only, to reduce hallucinated content. This involves 
modifying the model's weights through techniques like 
reinforcement learning(7, 8), and contrastive learning 
(Chern et al., 2023; Sun et al., 2023), among others (Li 
et al., 2023). 

At generation time, efforts focus on enhancing the 
reliability of the model's output. Approaches include  
analyzing token generation probabilities(9), detecting  
inconsistencies through multiple model outputs(10), and 
verifying low confidence scores(11). Cohen et al. (2023) 
propose a unique "LM vs LM" method, where one model 
checks another's output for consistency, demonstrating 
its effectiveness, especially in QA tasks over using  

confidence scores. 
External tool augmentation represents a third miti-

gation pathway. Retrieval-augmented generation reduces 
hallucination by grounding outputs in factual documents 
(12) or through chain-of-thought verification(13). Fact-
checking tools(14) and document linking for attribution 
(15) are also employed to ensure accuracy. 

A recent advancement, the Chain-of-Verification 
(CoVe) method, specifically addresses hallucinations by 
enabling LLMs to deliberate and self-correct their out-
puts through a structured process of drafting, verifying, 
and refining responses(16). CoVe’s approach of generat-
ing a baseline response, planning and executing verifi-
cation queries, and producing a final verified output pro-
vides a comprehensive framework for enhancing factual 
accuracy. This method has shown effectiveness across 
various tasks, underscoring its potential applicability in 
systems that generate maintenance guidelines by lever-
aging historical maintenance data. 

In the context of developing systems for generating 
maintenance guidelines, these existing strategies offer 
valuable insights. Our work builds on these foundations, 
particularly drawing from the CoVe methodology to pro-
pose a RAG-based system that not only seeks to reduce 
hallucinations but also enhances predictive maintenance 
capabilities by analyzing historical data with an eye   
toward efficiency, reliability, and knowledge transfer in 
industrial settings. 

In addressing the potential limitations of the Chain-
of-Verification (CoVe) method, it's important to high-
light that the efficacy of CoVe significantly depends on 
the quality of the verification questions generated. If 
these questions fail to adequately cover or detect errors 
or information in the initial response, the effectiveness 
of the entire method could be compromised. This high-
lights a critical challenge: ensuring that the generated 
verification questions are both comprehensive and pre-
cise enough to effectively filter and correct hallucinated 
content. 

To tackle this challenge, we propose a Retrieval-
Augmented Generation (RAG)-based LLM method. 
This approach aims to combine the self-checking and 
self-correcting mechanism of CoVe with the integration 
of external knowledge bases as a foundation for infor-
mation retrieval and verification, thereby enhancing the 
model's accuracy and reliability. Specifically, our RAG-
based LLM method relies not only on internally gener-
ated verification questions but also retrieves external 
data sources to provide a more robust factual verification 
foundation. Thus, even when the quality of verification 
questions is insufficient to cover all potential errors or 
hallucinations, the external retrieval results can compen-
sate for this deficiency, enhancing the model's control 
over factual accuracy. 
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By integrating CoVe's introspection and self-correc-
tion strategies with RAG's external knowledge retrieval 
capabilities, our method aims to overcome the limita-
tions of relying solely on internally generated verifica-
tion questions, thereby offering a more comprehensive 
and reliable framework for reducing hallucinations,  
especially in the development of systems for generating 
maintenance guidelines. This will help improve the pre-
dictive maintenance capabilities of such systems,    
enhancing efficiency and reliability through the analysis 
of historical data, while facilitating knowledge transfer 
in industrial settings. 

3. PROPOSED METHOD 
To address the hallucination issue, selecting a suit-

able LLM is imperative. Our testing of various language 
models led to the following conclusions: 1. Compared to 
smaller-scale open-source models like LLAMA2, 
ChatGPT currently holds a significant lead in terms of 
model availability and the comprehensiveness of multi-
lingual training; 2. Regarding information security   
issues, the most common scenario across various appli-
cations of LLMs involves users inadvertently revealing 
sensitive data during question-answering interactions; 3. 
LLMs, due to their design principle of generating text 
continuations, will still produce an answer when faced 
with insufficient information, leading to the phenome-
non of language model hallucination. This issue is prev-
alent in all language models based on the Transformer 
architecture. Therefore, based on our observations and 
the primary challenges identified, this paper proposes a 
proprietary RAG-based LLM architecture developed by 
China Steel Corporation, employing custom-developed 
algorithms to tackle information security and language 
model hallucination issues. 

Retrieval-Augmented Generation (RAG) is a natu-
ral language processing architecture that combines 
search retrieval and generation capabilities. Through this 
framework, the model can search for relevant infor-
mation from an external knowledge base and then use 
this information to generate responses or complete spe-
cific NLP tasks. 

As illustrated in Figure 1, the RAG-based LLM pri-
marily consists of two components: the retriever (Em-
bedding model) and the generator (LLM). The retriever 
is responsible for retrieving relevant knowledge infor-
mation from an external knowledge base (e.g., text data-
bases or pre-trained knowledge embeddings). This   
retrieved knowledge is then fed along with the question 
to the generator for processing. The generator reorgan-
izes the retrieved knowledge based on the question to 
generate a response. Typically, the retriever and genera-
tor learn how to work collaboratively through a joint 
training process to produce output content that meets the 
objective. 

 
Fig.1.  RAG-based LLM architecture. 

 

To simplify the concept, one might recall the expe-
rience of taking difficult exams during university days. 
Professors would allow students to bring a sheet of A4 
paper, onto which they had condensed their notes, into 
the examination room. This process of condensing and 
organizing the content onto a "cheat sheet" mirrors the 
Retrieval-Augmented Generation (RAG) process, where 
the A4 paper serves as the Embedding Vector Database 
repository. Carrying this into an exam, one can derive 
the best possible answers using the content processed 
through the RAG. 

The RAG framework is suited for question-answer-
ing systems, intelligent dialogue systems, and other nat-
ural language processing applications that require exter-
nal knowledge for support. For example, within a ques-
tion-answering system, RAG can assist the model in 
finding answers relevant to the question from a vast 
amount of textual data, generating structured responses. 
Intelligent dialogue systems can help produce responses 
that are more informative and useful. Additionally, since 
RAG can retrieve information from external knowledge 
sources, it is also applicable in scenarios where the 
model needs to have learning capabilities or update its 
knowledge base. 

However, although the Embedding model provides 
retrieved contexts to the LLM from a database, it cannot 
completely prevent the occurrence of hallucinations; 
moreover, the issue of information security arising dur-
ing the question-answering process remains unresolved 
within this architecture. As depicted in Figure 2, China 
Steel Corporation proposes a RAG-based service archi-
tecture, maintaining the core RAG structure and utiliz-
ing the OpenAI API offered on Microsoft Azure for the 
LLM’s inferencing capabilities. Unlike typical RAG-
based service architectures, the proposed structure   
includes additional modules for security verification and 
response credibility detection. 

When a user poses a question, the system evaluates 
the query within the question-answering interface. The 
primary goal of this evaluation is to ascertain whether 
the user has inadvertently disclosed sensitive corporate  
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Fig.2.  CSC proposed RAG-based LLM architecture. 

 
 
information while formulating their query. For instance, 
an incident occurred with a Samsung engineer in South 
Korea, who uploaded crucial company source code to 
ChatGPT for debugging, thus exposing confidential cor-
porate information. To prevent such unintentional leak-
age of confidential information, we analyze and log the 
questions posed by users. Through a local model, we  
establish a Robotic Process Automation (RPA) system 
capable of understanding and detecting security issues, 
and filtering out queries with potential security concerns. 

Once security concerns are alleviated, the next step 
is to proceed to the retrieval phase. The retrieval system 
searches for K-relevant text passages based on the   
current input and the pre-existing database. These text 
passages, combined with the user's question, form the 
prompt for this round of inquiry, which is then converted 
into tokens through an API for querying the LLM. 

Upon receiving a response from the LLM, the final 
step involves verifying the credibility of its reply. At this 
stage, we propose the development of a Large Language 
Model Trustworthiness Estimation Algorithm. However, 
evaluating the responses from an LLM is not straightfor-
ward, given that the responses often contain a mixture of 
accurate and inaccurate information. The challenge lies 
in the lack of extensive reference materials for construct-
ing an algorithm to estimate the trustworthiness of these 
responses. Therefore, by converting the query, context, 
and the LLM's response into feature vectors, and then 
calculating the inner product of these feature vectors to 
represent their correlation, we can obtain three distinct 
types of relevancy: 

1. Contextual Relevance(I_CR): Ensuring that each  
retrieved context block is relevant to the input query. 
Irrelevant information may be woven into incorrect 
answers. 

2. Groundedness (I_G): Verifying whether the answer 
generated by the LLM is based on retrieved facts. 
This involves deconstructing the response into indi-
vidual statements and independently searching for 
evidence supporting each statement. 

3. Answer Relevance(I_AR): Assessing the degree of 
relevance of the final response to the user's input. 

The response must contribute to addressing the orig-
inal question. 

 
 

 
Fig.3.  The commonly used criteria for trustworthiness 
evaluation. 

 
Utilizing these relevance coefficients, we can estab-

lish a trustworthiness index: 

𝐼𝐼𝑇𝑇 = 𝛼𝛼𝐼𝐼𝐶𝐶𝐶𝐶 + 𝛽𝛽𝛽𝛽𝐺𝐺 + 𝛾𝛾𝛾𝛾𝐴𝐴𝑅𝑅   ....................................(1) 

Where α, β, and γ represent different weights that 
can be adjusted to more appropriate values through  
machine learning, based on the user feedback infor-
mation. By employing the trustworthiness index, we can 
filter out responses with lower credibility, preventing the 
excessive dissemination of incorrect information. 
Through these steps and evaluation standards, an accu-
rate, efficient, and hallucination-free Retrieval-Aug-
mented Generation (RAG) system can be developed. 
Such a system can rely on precise and relevant infor-
mation when providing answers, thereby minimizing the 
generation of erroneous or irrelevant content. 

4. RESULTS 
To substantiate the reliability of the proposed 

framework, we conducted tests on the algorithm using a 
database of approximately 500 entries from the equip-
ment maintenance logs of the No-Twist Mill Stand 
(NTM) collected from China Steel. As illustrated in  
Table 1, the content of a maintenance record includes 
documentation of the state of the NTM equipment   
during an anomaly, the presumed causes of the anomaly 
identified at that time, the actions taken by maintenance 
personnel, and the outcomes following those actions. 

Given that the native ChatGPT does not encompass 
maintenance data for NTM rolling mills, it is anticipated 
that directly querying ChatGPT for maintenance meth-
ods regarding equipment malfunctions would yield   
responses fraught with hallucinations. In this experiment, 
we formulated 9 questions related to NTM maintenance 
tasks and compared two types of responses: one from the 
native ChatGPT and the other from the response under 
the proposed RAG architecture. The results of the Q&A  
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were evaluated by five equipment maintenance person-
nel, with each question rated on a scale from 0 to 10; 
higher scores indicate a closer alignment of the response 
with the facts as recognized by the maintenance staff. 
Table 2 presents the scores for the 9 questions, from 
which it can be seen that the proposed method achieved 

higher scores than the native ChatGPT. 
As depicted in Table 3, a comparison of answers to 

one of the questions during the experiment demonstrates 
that the proposed method can explicitly elucidate the 
possible causes of an anomaly based on data retrieved 
from the database, whereas the native GPT provides a 

Table 1  An example of a maintenance record. 

ITEM DESCRIPTION 

STATUS DESCRIPTION 
 (CURRENT STATE OF THE EQUIPMENT?) 

The vibration level was found to be increased at Lx#xx STD, with abnor-
mal sounds also detected on-site. The Fomos spectrum revealed frequen-
cies indicative of an outer ring defect in the ball bearing, leading to the 
decision to halt rolling for inspection. Upon examining the coupling 
guard, iron filings were discovered at the roller bearing's oil expulsion 
point. 

CAUSE OF OCCURRENCE (POSSIBLE CAUSE?) 
Disassembling the HSG revealed a fracture in the outer ring of the bear-
ing, located at the joint surface of the HSG. Further inspection confirmed 
the variation in the size of the bearing seat's round hole. 

METHOD OF DISPOSITION 

After confirmation of the variation in the size of the bearing seat's round 
hole, the part was sent out for re-machining on the morning of the 2nd of 
December. It returned to the factory in the evening, and after installation 
was complete, the operating team installed the rolling components. The 
system was then oil-flushed for one hour before initiating operational 
testing, confirming that the vibrations were normal. 

RESULT (POST-MAINTENANCE STATUS) The vibrations and acoustics were confirmed to be normal after the repair. 

 

Table 2  The proposed method and native ChatGPT scores for the 9 questions. 

No. Inquiry ChatGPT Proposed Method 

1. As the maintainer and manager of the NTM rolling mill, please provide maintenance 
and management suggestions for the NTM rolling mill. 

39 38 

2. To prevent the occurrence of roll sinking in the NTM rolling mill ROLL HOUSING, 
which causes CROSS ROLL at the site, please provide a solution. 

30 42 

3. Please assist in analyzing the relationship between the temperature of the steel entering 
the NTM rolling mill at different sites and the occurrence of equipment anomalies. 

35 40 

4. Please provide possible causes and solutions for the rise in lubricant temperature in the 
NTM rolling mill lubrication system. 

33 43 

5. Please provide possible causes and solutions for potential damage to the NTM rolling 
mill ROLL HOUSING (stand). 

36 39 

6. Please provide possible causes and solutions for potential damage to the babbitt bearing 
failure within the NTM rolling mill ROLL HOUSING (stand). 

32 44 

7. Please provide safety precautions that should be noted during the maintenance of the 
NTM rolling mill. 

40 41 

8. When rolling, please provide possible causes for rolling failure (COBBLE) in the NTM 
rolling mill and suggest preventive measures. 

37 41 

9. During rolling, please provide possible causes for vibration and abnormal noise in the 
rolling mill, and suggest preventive measures. 

34 38 
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more vague and generalized response. This experiment 
shows that the proposed method can effectively reduce 
the likelihood of hallucination occurrences by LLMs in 
the application of equipment maintenance records. 

5. CONCLUSION 
In conclusion, the RAG-based LLM for reliable 

equipment maintenance guidance introduced in this 
study offers a viable and effective solution to the chal-
lenges posed by hallucination in LLMs. Its successful 
implementation at CSC underscores the potential of this 
technology to revolutionize the field of equipment 
maintenance, ensuring that maintenance personnel have 
access to accurate, reliable, and timely guidance. This, 
in turn, has far-reaching implications for enhancing  
operational efficiency, reducing maintenance-related 
costs, and facilitating the rapid transfer of knowledge to 
new personnel. As we move forward, it is evident that 
the continued refinement and application of this technol-
ogy will play a pivotal role in advancing smart manufac-
turing and maintenance practices across industries, pav-
ing the way for a new era of AI-assisted maintenance 
systems. 
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